Interplate coupling and transient slip along the subduction interface beneath Oaxaca, Mexico
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SUMMARY

We describe and model GPS measurements of surface deformation from the Oaxaca segment of the Mexican subduction zone to characterize interseismic strain accumulation and episodic transient slip in this region and test seismologically-based models of strain accumulation and release along subduction interfaces. Deformation measured from 2001 to 2007 within our dense 31-station GPS array has consisted of (1) trench-normal horizontal contraction at rates that decrease monotonically inland from the coast, (2) rapid coastal subsidence that changes gradually to slow uplift at locations more than 100 km inland and (3) periods of transient slip that interrupt the otherwise steady deformation. Inverse modelling of transient station offsets in 2004 and 2006 indicates that transient slip along the subduction interface occurred downdip from the rupture limits of previous large earthquakes in this region in both 2004 and 2006. GPS site velocities that are corrected for the effects of this transient slip vary significantly over distances of only tens of kilometres both along the coastline and inland, implying that similar spatial variations occur in the degree of locking across the subduction interface. Deformation rates measured along the coast reach their maximum above the core of the rupture zone of the 1978 $M_s = 7.8$ shallow-thrust earthquake and generally decrease outwards towards the edges of the rupture zone. Bounded-value, inverse modelling of the interseismic GPS velocity field with a finite element mesh that simulates the study region indicates that much of the rupture zone of the 1978 shallow-thrust earthquake is fully locked at the plate convergence rate, but that this region is surrounded by weakly locked areas of the subduction interface, which may slow or arrest the propagation of future earthquakes. Much of the deeper region of transient slip, downdip from the seismogenic zone, is also fully locked between the episodes of transient slip; however, the elastic energy that accumulated due to locking of this deeper transitional zone between 2002 and 2006 appears to have been mostly or completely released by the 2004 and early 2006 transient slip events. The approximately balanced energy budget for the deeper zone of transient slip implies that this region is unlikely to contribute significant elastic energy to future earthquakes that originate along the seismogenic zone. Our results support a model in which seismic asperities coincide with regions of strong locking between earthquakes. The potential elastic energy that has re-accumulated since 1978 in the seismogenic zone is already sufficient to cause a repeat of the 1978 earthquake.
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1 INTRODUCTION

The stick-slip model of the subduction earthquake cycle has long been the starting basis for evaluations of fault behaviour and earthquake hazard. Proposed originally to consist of long periods of linear interseismic elastic strain accumulation that culminate in earthquakes (Reid 1910), this simple model has since undergone major modifications in response to both theoretical and observational advances. Over the past two decades, such advances have included the exposition of empirically-based rate- and state-variable friction laws (Scholz 1998) and discoveries of a broad range of previously unknown slow-slip phenomena such as silent earthquakes and aseismic
transient slip events, which along with fault creep may collectively accommodate as much as 70 per cent of plate convergence (Pacheco et al. 1993; McCaffrey 1997).

Fig. 1(a) presents a simplified view of a generic subduction earthquake cycle both in space and time. To first order, strain accumulation and release are characterized by long periods of linear interseismic elastic strain accumulation that are terminated by earthquakes. The earthquakes trigger a variety of postseismic responses that include fault aferlsip, representing a delayed frictional response of velocity-strengthening areas of the subduction interface (Marone 1998), viscoelastic flow of the lower crust and upper mantle that relaxes the coseismic stress jump in those regions (Thatcher & Rundle
Subduction kinematics beneath Oaxaca, Mexico

Figure 2. Map of the study area. Green and red circles show continuous and campaign stations in the Oaxaca network, respectively. INEGI GPS station OAXA is shown with a blue triangle. Dashed lines specify the rupture zones of large subduction thrust earthquakes in 1965, 1968 and 1978 (Singh et al. 1980; Tajima & McNally 1983). Focal mechanism and epicentre (star) are shown for the M_s 7.8, 1978 Oaxaca earthquake (Singh et al. 1980). Profiles A–A* and B–B* are described later in the text. Inset shows the tectonic setting of the study area (red rectangle).

1984), and poroelastic deformation, representing diffusion-limited flow of fluids in response to coseismic pore-space volume changes (Wang 2000). The deformations that are induced by these postseismic processes obey different decay laws and decay over different timescales. In the absence of interseismic transient slip events, deformation at the surface thus represents a superposition of linear elastic strain accumulation from the frictionally locked areas of the subduction interface and non-linear deformation from postseismic processes. For faults with earthquake recurrence intervals that are significantly longer than the time periods over which postseismic deformation decay, surface deformation will asymptotically approximate linear deformation late in the earthquake cycle (Fig. 1a).

A further modification to the stick-slip model has been necessitated by widespread discoveries of aseismic transient slip events, including Cascadia (Dragert et al. 2001), Japan (Ozawa et al. 2002; Obara et al. 2004), Mexico (Lowry et al. 2001; Kostoglodov et al. 2003), New Zealand (Douglas et al. 2005) and Alaska (Ohta et al. 2006). These transient slip events typically originate downdip from seismogenic zone and release elastic strain that causes sites in the upper plate to move toward the trench for periods of weeks to months, opposite their normal landward direction of interseismic motion (Fig. 1b). As a consequence, the interseismic phase of the earthquake cycle for faults where transient slip occurs must be subdivided into ‘intertransient’ periods during which the seismogenic zone and deeper transient slip zone are both locked and contribute to more rapid elastic shortening of the upper plate and periods of transient slip, during which some elastic strain is fully or partly relieved by aseismic slip along the deeper zone.

Here, we extend the effort to better understand how downdip motion of a subducting plate is accommodated in space and time using finite element modelling of dense GPS station measurements from the state of Oaxaca in southern Mexico (Fig. 2). The seismically active Oaxaca segment of the Middle America trench, which accommodates Cocos–North America plate motion, is well suited for a detailed study of the inter-relationships between intertransient strain accumulation, transient slip and seismic asperities. With average trench-to-coast distances of only 45–55 km, the central Oaxaca segment is one of the few places on Earth where geodetic measurements can be made directly above large areas of the seismogenic region of a subduction interface. Subduction of the Cocos plate at rates of 67–74 mm yr^{-1} (DeMets 2001) and a shallow-dipping subduction interface yield surface deformation rates in the field area.
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that are easily measured with GPS, another key requirement for a study of this type.

An important motivation for our work is its potential for improving our understanding of seismic hazard along the Mexican subduction zone, which endangers large areas of southern and central Mexico, including Mexico City, the national capital and one of the world’s most heavily populated urban areas. Along the Oaxaca subduction segment (Figs 2 and 3), large shallow-thrust earthquakes ruptured the subduction interface in 1965 ($M_s \approx 7.6$), 1968 ($M_s \approx 7.1$) and 1978 ($M_s \approx 7.8$) (Stewart et al. 1981; Suarez et al. 1990), thereby demonstrating its significant seismic potential. In addition, transient slip events in the same region in 2004 and 2006 released elastic energy equivalent to $M_W \approx 7.0$ earthquakes (Lowry 2006; Brudzinski et al. 2007), raising obvious questions about whether transient slip might trigger future destructive megathrust earthquakes or possibly relieve some elastic strain at seismogenic levels of the subduction zone and hence reduce the long-term seismic hazard.

2 DATA AND DATA PROCESSING

The GPS data used in this study come from six continuous stations and 25 campaign sites that extend ~125 km inland (Fig. 2 and Table 1). Station OAXA has been recording continuously since early 1993, longer than any other station in the study area, and is operated by the Mexican agency ‘Instituto Nacional de Estadística, Geografía e Informática’ (INEGI; Marquez-Azua & DeMets 2003). We installed the other five continuous stations between mid-2001 and mid-2002 to track any temporal variations in surface deformation and also installed and occupied 25 campaign sites beginning in mid-2001. The average station spacing of 10–20 km was designed to enable the resolution of slip features as small as 20 km on a side along the underlying subduction interface. Nearly all of the 25 campaign sites have been occupied 3–5 times, with a typical station occupation consisting of three 18–24 hr sessions. The continuous and campaign GPS time-series span 1.3 to 5.1 yr, with an average of 4.2 yr.

GPS phase and code measurements are analysed with GIPSY software from the Jet Propulsion Laboratory (JPL). We apply a precise point-positioning analysis strategy (Zumberge et al. 1997) and use fiducial-free satellite orbits and satellite clock corrections from JPL. Phase ambiguities are also estimated and removed when possible. Daily station locations are estimated initially in a no-fiducial reference frame (Heflin et al. 1992) and are then transformed to ITRF2000 (Altamimi et al. 2002) using daily seven-parameter Helmert transformations from JPL. Scatter in the GPS station positions is further reduced by estimating and removing any spatially correlated noise between sites (Marquez-Azua & DeMets 2003). Station velocities are estimated via linear regression of the observed GPS station velocities is further reduced by estimating and removing any spatially correlated noise between sites (Marquez-Azua & DeMets 2003). Station velocities are estimated via linear regression of the observed GPS phase and code measurements.

All GPS station motions relative to ITRF2000 are transformed to a reference frame fixed to the North American plate by using an angular velocity that specifies the motion of the North American plate relative to ITRF2000 at the location of each of our GPS sites. This angular velocity, which we determined from an inversion of the horizontal velocities of several hundred North American plate continuous GPS stations for which we process daily data, yields well-determined estimates of North American plate motion in our study area, with uncertainties of only $\pm 0.1$ mm yr$^{-1}$. The stations we selected to estimate North American plate motion are limited to sites with time-series longer than 3 yr and exclude stations from areas of significant post-glacial rebound (Calais et al. 2006) and the broad deforming zone in the western United States.

Fig. 4 shows the horizontal components of the continuous coordinate time-series in our study area. All of the continuously recording
sites move steadily northeastwards towards the plate interior for periods of months to years, occasionally reverse their sense of motion for periods of weeks to months and then resume steady motion to the northeast. Four episodes of the reverse-sense transient slip occurred between 2001 and 2007. The first, in late 2001, is only weakly expressed in our study area and appears to be associated with a much larger transient slip event from the adjacent state of Guerrero (Kostoglodov et al. 2003). The second transient slip episode, which is well recorded at station OAXA in 2002 and appears to have lasted for up to six months, is also expressed in the time-series for station OXUM, possibly as two distinct shorter transients. Little is known about this transient, which was previously identified, but not modelled by Lowry (2006). Better recorded transient slip episodes in early 2004 and early 2006 are described and modelled by Brudzinski et al. (2007) and Larson et al. (2007). Transient slip events thus occur frequently in our study area and are incorporated in our analysis.

The 25 campaign sites also move landwards (Figs 5 and 6a) at rates that decrease with distance from the coast. Because these sites were measured too infrequently to define the transient slip events that appear in the continuous time-series, we use the continuous time-series to estimate the magnitude and direction of transient offsets (Section 4.1). We then apply a correction to each GPS station time-series for the effects of the transient slip before modelling intertransient strain accumulation (Section 4.2).

### 3 TECHNIQUES

#### 3.1 Finite element mesh: validation and sensitivity tests

All of our modelling is accomplished using the commercial finite element modelling software ABAQUS (version 6.4.1) and a 3-D finite element mesh that simulates the subduction interface in our study area. The finite element model (FEM) consists of a denser mesh that is centred on the study area (Fig. 7a) and is embedded in a larger regional mesh, whose dimensions are large enough to minimize any edge effects within the study area (Fig. 7b). The node spacings in the dense part of the mesh are 10 km along-strike and 7 km downdip, close to the average GPS station spacing on the seafloor. The upper surface of the mesh mimics topography and vertical variations in its properties, as described below. During the modelling, the upper surface of the mesh is allowed to deform freely, whereas the lateral and base boundaries of the mesh are pinned.
Figure 4. Horizontal components of continuous GPS coordinate time-series used in this study. Site motions are referenced to the North American plate interior. Green line is the best fit velocity for a linear regression of the whole series. Transient slip events are indicated by grey bars (see text for details).

The rheologies and thicknesses that we assign to the different mesh layers are derived from the CRUST2 model (Bassin et al. 2000) (Fig. 8; Table 2), which uses tomographically-defined values of $V_p$ to estimate $V_s$ and density. We extract $V_p$, $V_s$ and density from CRUST2 for our study area and use them to calculate Poisson’s ratio and Young’s modulus, which are used to define the elastic properties.

Our study area is located along a section of the trench where the subduction interface makes a transition from a subhorizontal geometry farther west (Franco et al. 2005) to a steeper geometry along the Chiapas segment. We considered two proposed geometries for the subduction interface in our study area (Fig. 3b), one consisting of a smoothly curved geometry constrained by seismological data (Pardo & Suárez 1995) and the other consisting of a subhorizontal geometry that is optimized for the subduction zone $\sim$200 km west of our study area (Franco et al. 2005). Since there is no strong a priori basis to prefer either geometry for our study area, we embedded the two interfaces in separate 3-D meshes and repeated all of the calculations described below for both geometries. The seismologically based geometry (Pardo & Suárez 1995) yields the best fit to the data, and we thus base the calculations and figures below on results derived using that geometry. We note, however, that none of the principal conclusions described below change significantly if we instead employ the subhorizontal subduction interface geometry. In Sections 4.1 and 4.2.4, we discuss the sensitivity of our modelling results to the assumed interface geometry.

Dislocations or, equivalently, slip rates at the node-pairs that define the subduction interface are prescribed kinematically, following Masterlark (2003). Forward modelling with the FEM to determine the elastic response at each GPS station for a unit displacement or unit slip rate at each node-pair on the subduction interface is used to determine Green’s functions that are the basis for the inverse modelling described in Section 3.3.

We tested the sensitivity of our FEM predictions to the boundary conditions that we impose on the mesh by comparing the deformation that is predicted in the centre of our study area for models in which we enforce different kinematic constraints on the motions of the nodes that define the lateral and bottom boundaries of the extended mesh. The deformation in our study area varies insignificantly as a function of the imposed boundary constraints, thereby indicating that the edges of our extended mesh are far enough from the study area to minimize the effects of the applied boundary constraints.

We also tested the influence of the assumed elastic properties on the predicted deformation, both to validate the FEM and determine whether the layered rheology we use in our FEM (Table 2) yields surface deformation that differs significantly from that predicted by a FEM with homogeneous elastic properties. Extensive testing of our mesh, applying homogeneous elastic properties throughout, yields elastic displacements that agree to high precision with analytical homogeneous elastic half-space solutions, thereby validating...
Figure 5. Horizontal components of campaign GPS coordinate time-series used in this study. Site motions are referenced to the North American plate interior. Green line is the best fit velocity for a linear regression of the whole series. Transient slip events are indicated by grey bars (see text for details).
The deformation rates that are predicted by the layered FEM that we employ for our modelling (Fig. 8), differ by several mm yr$^{-1}$ at many of our GPS sites from the deformation rates that are predicted by the homogeneous FEM. These differences are comparable to or larger than the few mm yr$^{-1}$ or smaller uncertainties that are typical of GPS site velocities and are thus large enough to merit the additional complexity of a layered FEM approach. These results reinforce conclusions reached by Masterlark et al. (2001) and Zhao et al. (2004), who also find significant differences in the deformation predicted by homogeneous and layered FEMs in thrust fault settings.

3.2 Viscoelastic effects

Prior to modelling our GPS observations, we assessed whether the surface deformation from an assumed viscoelastic response of the mantle wedge beneath Oaxaca to the $M_s = 7.8$, 1978 November 29 Oaxaca earthquake is large enough to merit incorporation into our GPS velocity modelling effort. Using the coseismic slip distribution for the 1978 earthquake estimated by Singh et al. (1980) and a typical upper-mantle viscosity of $10^{19}$ Pa s, we extrapolated the time-dependent surface response at decadal intervals from 1978 to 2028 to the viscous relaxation of the coseismic stresses in the upper mantle (Fig. 9). The predicted deformation rates decay rapidly after the earthquake (see inset to Fig. 9) and average 0.1–0.5 mm yr$^{-1}$ at all locations in the study area for the period covered by our measurements (2001–2007). The maximum signal is thus no more than a few per cent of the measured station motions that are described and modelled below, too small to affect any of our results.

3.3 Inverse modelling

The results presented below include multiple inversions of the measured transient offsets and the intertransient station velocities to
Figure 7. (a) Study area and 3-D finite element mesh. The mesh is built assuming a spherical Earth. (b) Regional mesh with lower and lateral boundaries far from the study area to avoid modeling artefacts. (c) Mesh of the study area and GPS site locations (white circles).

determine the best distributions of transient slip and the pattern of intertransient locking along the subduction interface beneath our study area. We estimate the magnitude of the slip or slip rate at each of the $m$ nodes that define the subduction interface by solving the linear system $Gm = d$, where $d$ is a $3n$-element vector that contains either the transient offsets or intertransient velocities at $n$ GPS sites, $m$ is the vector that contains the best estimate of the slip magnitude or slip rate at each node at the subduction interface and $G$ is a $3n \times m$ matrix. The Green's function matrix $G$ is made via forward modelling with the FEM and represents the elastic response at each GPS station for a unit displacement or unit slip rate at each node at the subduction interface.

The inverse problem takes the following form:

$$\begin{bmatrix} W G & 0 \\ \alpha F & 0 \end{bmatrix} \begin{bmatrix} m \\ 0 \end{bmatrix} = \begin{bmatrix} Wd \\ 0 \end{bmatrix},$$

where $\alpha$ is the smoothing coefficient, $F$ is the smoothing matrix and $W$ is a square diagonal weighting matrix that contains the reciprocal of the data uncertainties. The smoothing constraints $\alpha F$ are treated as pseudo-data and are applied in both the downdip and along-strike directions.

During each inversion, we also calculate the model resolution matrix $R_m = G^T G$ and data resolution $R_d = G G^T$ (Aster et al. 2005), where $G^T = (G^T G + \alpha^2 F^T F)^{-1} G^T$. The former quantity specifies the degree to which the model is able to resolve the intertransient degree of locking or transient slip magnitudes as a function of location along the subduction interface. The diagonal elements of $R_d$ represent the amount of information that individual data contribute to the solution and are tabulated as data importances in Table 1.

For all of the inversions, we define the best-fitting model as the model with the smoothing coefficient $\alpha$ and model vector $m$ that minimizes $\chi^2_i$ (i.e. $\chi^2_i / \text{dof}$), where the degrees of freedom (dof) are defined by Hansen (1992) as follows:

$$\text{dof} = \text{trace}(I - G G^T - \alpha^2 F^T F)^{-1} G^T.$$

Substituting the definition for the data resolution $R_d$ from above into (2) yields an alternative, more useful expression for the degrees of freedom in terms of the number of data [trace(I)] and the number of estimated parameters [trace($R_d$)], as follows:

$$\text{dof} = \text{trace}(I - R_d) = \text{trace}(I) - \text{trace}(R_d).$$

The $\chi^2_i$ criteria defined above is a powerful means for identifying the optimal trade-off between the improvement in the fit of a given model versus the number of model parameters that are used to achieve that fit in the presence of smoothing for underdetermined problems.

For our inversions of the measured transient offsets, we employ a non-negative least-squares approach to enforce a uniform sense of slip during each episode of transient slip (Lawson & Hanson 1974).
Figure 8. Expanded view of the mesh. The upper surface is defined by continental topography and seafloor bathymetry from Smith & Sandwell (1997). Thickness (D), shear modulus (G) and Poisson’s ratio (ν) for each layer are derived from seismically-based CRUST2 model (Bassin et al. 2000, Table 2). All lateral and base nodes in the extended mesh are pinned.

Table 2. Material properties and layer thicknesses of the finite element model.

<table>
<thead>
<tr>
<th>Layer</th>
<th>Thickness (km)</th>
<th>V_p (km s^{-1})</th>
<th>V_s (km s^{-1})</th>
<th>Density (kg m^{-3})</th>
<th>ν</th>
<th>G (GPa)</th>
<th>E (GPa)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Upper crust</td>
<td>10.5</td>
<td>6.0</td>
<td>3.5</td>
<td>2700</td>
<td>0.242</td>
<td>33.0</td>
<td>82.1</td>
</tr>
<tr>
<td>Middle crust</td>
<td>11.0</td>
<td>6.6</td>
<td>3.7</td>
<td>2900</td>
<td>0.271</td>
<td>39.7</td>
<td>100.9</td>
</tr>
<tr>
<td>Lower crust</td>
<td>12.0</td>
<td>7.2</td>
<td>4.0</td>
<td>3100</td>
<td>0.277</td>
<td>49.6</td>
<td>126.6</td>
</tr>
<tr>
<td>Oceanic crust</td>
<td>6.1</td>
<td>3.2</td>
<td>2900</td>
<td>0.305</td>
<td>3300</td>
<td>29.8</td>
<td>77.7</td>
</tr>
<tr>
<td>Mantle</td>
<td>8.1</td>
<td>4.6</td>
<td>3300</td>
<td>0.259</td>
<td>72.4</td>
<td>182.3</td>
<td></td>
</tr>
<tr>
<td>Sediments</td>
<td>0.150</td>
<td>21.7</td>
<td>50.0</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Note: Properties for the continental crust and mantle are defined at a point located at the centre of the mesh (16.5° N, 96.8° W) and for the oceanic crust values at a point near the trench (15.0° N, 100.0° W). Poisson’s ratio (ν) and shear modulus (G) are calculated from the seismic velocity model CRUST2.0 (Bassin et al. 2000), using the V_p and V_s wave velocities. ν and G are estimated, whereas the Young’s modulus (E) can be derived by the relation E = 2G(1 + ν). Sediment properties are from Turcotte & Schubert (1982).

For our modelling of the intertransient GPS velocity field, we instead use a bounded-variable least-squares algorithm, described by Stark & Parker (1995), to enforce smoothing and sense-of-slip constraints, as was the case for our transient slip modelling and also bound the range of possible slip rates to avoid physically implausible solutions. Our intertransient modelling results are presented as dimensionless ratios of the estimated convergence-rate deficit at each mesh node along the subduction interface to the full plate convergence rate predicted at the node location. These ratios, which we refer to hereafter as the ‘degree of locking’, range from 0, for areas where plate convergence is accommodated by free slip, to 1, for areas with no apparent intertransient slip. We impose a lower bound of zero on the magnitude of the estimated convergence-rate deficit and an upper bound that is equal to the predicted Cocos–North America plate convergence rate (DeMets 2001).

Considerable debate surrounds the terminology that should be used to describe slip behaviour along a subduction interface, during the interseismic phase (Wang & Dixon 2004; Lay & Schwartz 2004). Our modelling provides a kinematic estimate of motion along the subduction interface. Consequently, the term ‘degree of locking’ conveys no explicit information about the local frictional state of the subduction interface.
3.4 Model validation and limits

We tested the mesh and our inverse code by attempting to recover two assumed distributions of intertransient slip rates, one consisting of a standard checkerboard pattern that is defined by ~50 km along-strike by ~30 km downdip alternating areas of free slip and no slip (Fig. 10a) and the second consisting of a single fully locked (no slip) patch with broad gradients on its updip and downdip edges (Fig. 11a).

For the checkerboard pattern, we used the FEM to calculate synthetic surface velocities at all 31 campaign and permanent GPS locations, applying the full Cocos–North America convergence rate to each no-slip node along the subduction interface. We added Gaussian noise to the predicted surface velocities assuming typical GPS velocity uncertainties of ±1, ±2 and ±4 mm yr$^{-1}$ for the north, east and vertical components, respectively, and inverted the noisy synthetic velocities to find their best-fitting degree of locking distribution.

Inversions of the noisy synthetic velocity field for a plausible range of smoothing coefficients show that $\chi^2$ is minimized for $\alpha = 0.03$ (Fig. 10b). The corresponding best-fitting slip model (Fig. 10c) recovers the rectangular locked patch beneath the GPS network and some features of other locked patches near the network but, as expected, does not recover useful information in areas of poor station density, and hence, low model resolution. Consequently, only the locked patches that lie beneath the GPS network or within a few tens of kilometres can be resolved with any confidence.

Figs 10(d)–(f) show models that we derived using alternative smoothing coefficients, ranging from undersmoothed ($\alpha = 0.001$ in Fig. 10d) to highly oversmoothed ($\alpha = 0.3$ in Fig. 10f). All of these models successfully recover the location, magnitude and geometry of the locked patch directly beneath the GPS network. The oversmoothed solution, however, fails to recover the locations or magnitudes of any of the other locked patches and, moreover, fits the data significantly worse. The undersmoothed solution includes higher-wavelength features that were not present in the checkerboard model (Fig. 10d) and fits the data by a factor-of-five worse than the best-fitting model.

Given that transitions between no-slip and free-slip areas of the subduction interface might be broad, we also tested our ability to resolve gradients across the edges of hypothetical no- to low-slip patches (Fig. 11a). Encouragingly, we can recover most aspects of such a model (Fig. 11b). Our network geometry is thus sufficiently strong to recover either narrow (Fig. 10c) or broad (Fig. 11b) slip-rate gradients across the edges of locked patches beneath the network.

Numerical tests in which we progressively reduce the assumed size of the locked patches in the checkerboard pattern and repeat the analysis indicate that patches as small as 20 km on a side can be resolved beneath the network, given realistic levels of GPS noise.
Figure 10. Test of network resolution and ability to recover a known checkerboard distribution (a) of hypothetical freely-slipping and fully-locked nodes from noisy synthetic velocities, generated at our 31 GPS station locations (filled circles). (b) Variation of fit to synthetic site velocities as function of assumed smoothing coefficient \( \alpha \). Numerals correspond to data inversions for different assumed values of \( \alpha \). (c) Preferred model with \( \alpha = 0.03 \), corresponding to Inversion 3 in (b). Models shown in (d), (e) and (f) correspond to Inversions 1, 4 and 7 in (b), respectively. Details about the inversion procedure and assumptions are given in the text. White contour lines show the model resolution.

Figure 11. Test of network resolution and ability to recover a known locked path with tapered edges (a) from noisy synthetic velocities that were generated at our 31 GPS station locations using the tapered pattern. (b) Distribution of locking estimates that best-fit the noisy synthetic site velocities. The optimal smoothing coefficient of 0.1 was determined using the same method as for the checkerboard test. Details about the inversion procedure and assumptions are given in the text. Contour lines show the model resolution.

We are unable, however, to resolve patches smaller than this with high confidence. The 10-km along-strike and 7-km downdip node spacings we use for our study area are thus smaller than the smallest slip feature on the subduction interface that can be resolved with our network and are thus sufficient for modelling our data.

Data from our GPS network can therefore be used to resolve significant variations in slip or slip rates for areas of the subduction interface that are as small as 400 km² and, moreover, can usefully resolve broad slip-rate gradients beneath the network. For comparison, Mazzotti et al. (2000) use forward and inverse modelling of synthetic data to estimate that the smallest slip patch that can be resolved along the Japan trench subduction interface with the dense Japanese continuous GPS network is 4000–5000 km². The resolving capability of the Oaxaca GPS network is thus roughly an order
of magnitude better than that of the Japanese GPS array, due primarily to the factor of two-to-three greater distance that the latter array lies from its corresponding seismogenic zone than does the GPS network in Oaxaca.

4 RESULTS

4.1 Estimation and modelling of transient slip events

As a prelude to our modelling of intertransient deformation in our study area, we use our continuous GPS time-series to estimate the location and magnitude of slip during the transient slip episodes in 2004 and 2006. Following Lowry et al. (2001), we approximate our site coordinate time-series using a hyperbolic tangent equation and from this estimate the north, east and vertical components of the offsets for a single transient slip event, as follows:

\[ y(t - t_0) = y_0 + v * (t - t_0) + \frac{U}{2} \left[ \tanh \left( \frac{t - t_0}{\tau} \right) - 1 \right] \]  

where \( y(t - t_0) \) are the GPS site coordinates at time \( t - t_0 \), \( y_0 \) are the site coordinates at the reference time \( t_0 \), \( v \) is the steady velocity, \( U \) is the displacement that occurs during a transient event, \( t_0 \) is the median time of a transient, and \( \tau \) scales the period over which a given transient event occurred. For a \( \sim 1 \)-yr-long window that is centred on a given transient, we seek values for \( U, v, \tau \) and \( T_0 \) that minimize the squared difference between the left- and right-hand sides of (4). We accomplish this using a multistage search in which we first estimate the non-linear terms \( T_0 \) and \( \tau \) via a grid search for \( t_0 \) and gradient search for \( \tau \) and then use a standard weighted least-squares procedure to estimate the linear terms \( v \) and \( U \) for given best-fitting values of \( T_0 \) and \( \tau \).

Examples of the hyperbolic tangent fits to assorted continuous GPS time-series in 2004 and 2006 are illustrated in Figs 12(a) and 13(a). The transient offsets that we estimate from each continuous GPS time-series (Table 3) are dominantly to the south for both transient slip events, as is shown by the yellow arrows in Figs 12(b) and 13(b), and agree, within uncertainties, with the offsets that we previously estimated at these stations (Brudzinski et al. 2007). That the offsets at coastal stations OXPE, OXES and OXUM are systematically smaller than at the inland stations OXLP, OXMC and OAXA is qualitatively consistent with the hypothesis that the transient slip occurs along parts of the subduction interface that lie beneath the inland rather than coastal areas of the GPS network.

We inverted the six transient offsets that we measured in 2004 (Fig. 12b and Table 3) to estimate the distribution of slip along the subduction interface during this transient slip episode (Fig. 12c). A systematic search for the direction of transient slip that gives rise to the best overall fit yielded a best down-dip direction of N15°E. In areas of the subduction interface where our model resolution is good and the slip magnitudes are thus more reliably determined (indicated by the areas enclosed within the dashed line in Fig. 12c), the transient slip is located almost exclusively below depths of 20 km (Fig. 14a) downdip from the lower limit of seismogenic rupture in 1978. The slip that occurred during the 2004 transient has an equivalent moment magnitude of \( M_W = 6.6 \).

Our best-fitting estimate for the distribution of transient slip in 2004 is remarkably similar to the distribution of slip that we derived in a previous study of this slip transient (Brudzinski et al. 2007), despite the different subduction interface geometries and transient offsets that are employed in the two studies. The only notable difference between the results reported by the two studies is the maximum slip magnitude. The maximum slip amplitude that we estimate in this study, 115 mm, is nearly 50 per cent smaller than we found previously (220 mm; Brudzinski et al. 2007). This difference is caused by the different subduction interface geometries that are employed in the two studies. Our earlier study employs a geometry that places the subduction interface deeper beneath the GPS network at inland locations than does the shallower interface geometry employed herein. Significantly higher slip amplitudes are required for this deeper interface geometry than is the case for the shallower interface geometry to generate equivalent amounts of elastic deformation at the surface. The same effect explains the difference in moment magnitudes that are estimated for the 2004 transient slip episode here (\( M_W = 6.6 \)) and in our previous study (\( M_W = 7.3 \)).

Although our ability to resolve the details of transient slip in 2006 was degraded due to equipment malfunctions at the inland sites OXMC and OXLP (compare the model resolution contours in Figs 12c and 13c), our inversion of the four transient offsets that we measured in 2006 (Fig. 13b) nonetheless yields a best-fitting distribution of transient slip along the subduction interface (Fig. 13c) that strongly resembles the 2004 slip solution in all respects. The best-fitting down-dip direction (N15°E), maximum slip amplitude (100 mm) and equivalent moment magnitude (\( M_W = 6.6 \)) that we estimate for the 2006 transient slip episode are the same within the uncertainties as for the 2004 transient slip episode. The estimated locations of transient slip in 2004 and 2006 are also the same within uncertainties (Figs 14a and c), with most slip during both episodes concentrated at depths below the seismogenic zone (i.e. below 18–20 km) and downdip from the 1978 earthquake rupture zone.

Our new estimate of the distribution of transient slip in 2006 differs significantly from that of Brudzinski et al. (2007), who inverted transient offsets from the same four stations as are treated here and six additional GPS stations in the Mexican volcanic belt and Guererro to estimate the cumulative distribution of transient slip beneath southern Mexico in 2006. Modelling that we are presently engaged in indicates that two distinct transients occurred in 2006, one beneath Oaxaca in early 2006, which is modelled here, and a second beneath the state of Guerrero in the latter half of 2006 ( Larson et al. 2007). Our new model for the slip transient in early 2006 (Fig. 13c) is derived solely from transient offsets that occurred at GPS stations in Oaxaca in early 2006 and thus is likely to portray more accurately this slip transient than does the model reported by Brudzinski et al. (2007).

Our best-fitting distributions of transient slip in 2004 and 2006 have similar locations and amplitudes. Both suggest that transient slip occurred principally downdip from the seismogenic zone that is defined by the rupture limits of previous earthquakes in this region (Figs 14a and c), although the sparser station coverage in 2006 precludes us from estimating a firm limit on the updip extent of transient slip.

We did not attempt to estimate or correct our GPS station time-series for the effects of the transient slip events in late 2001 and mid-2002, primarily because too few observations are available with which to model either event. The lack of any correction for either of these transient slip events biases the transient-corrected interseismic site velocities that we describe in the following section and hence represents a limiting factor in our analysis of the nature of intertransient locking of the subduction interface. A consideration of the likely effect of this bias on our estimated intertransient station velocities based on the magnitudes of the transients in 2001 and 2002 suggests that it is no more than 5 per cent at a given site.
4.2 Estimation and modelling of intertransient deformation

4.2.1 Observed intertransient velocity field

To estimate the degree of locking along the subduction interface between transients, we use the best-fitting models for transient slip in 2004 and 2006 (Figs 14a and c) as a basis for estimating and removing the effect of both transients on all of the GPS coordinate time-series. We accomplish this by using our FEM and the best-fitting models for transient slip in 2004 and 2006 to predict the elastic surface displacements that occurred during each transient event at each GPS site (blue arrows in Figs 12b and 13b). We then use these displacements, which vary smoothly through the study area and obey the elastic constraints that are imposed by our inversions of the sparse continuous GPS time-series, to correct each campaign (and continuous) coordinate time series prior to estimating their best-fitting slopes and intercepts.

Fig. 6 illustrates the effect of the 2004 and 2006 transient corrections at the continuous GPS station OXPE along the Oaxacan coast. A linear regression of the uncorrected time-series (upper left-hand panel) yields a slope of $21.7 \pm 1.5 \text{ mm yr}^{-1}$ and $\chi^2_\nu$ of 2.2. The normalized misfit is more than a factor of two greater than the value of $\chi^2_\nu = 1$ that would be expected for a purely linear time-series with Gaussian noise. In contrast, a linear regression of the corrected coordinate time-series yields a best-fitting rate of $30.1 \pm 2 \text{ mm yr}^{-1}$, nearly 50 per cent faster than before, and $\chi^2_\nu$ of 1.1, close to that expected for linear station motion.

Similar to OXPE, the other corrected station velocities (Fig. 6b) are systematically faster than their uncorrected counterparts (Fig. 6a) and are rotated on average by $1.4^\circ$ counter-clockwise.
Figure 13. Observations and modelling of 2006 transient slip event. (a) North components for three continuous GPS stations in the study region relative to North America plate. Grey bars show the timing for the 2006 slow slip event. Blue lines are the best-fitting hyperbolic tangent fits to the GPS time-series. (b) Station displacements during the 2006 transient slip event. Yellow arrows show the transient offsets for continuous GPS stations determined from hyperbolic tangent fits to their time-series. Blue arrows indicate the station motions that are predicted from the transient slip distribution that best fits the transient offsets measured at the continuous sites. (c) Best-fitting distribution of slip during the 2006 transient. White contour lines show model resolution for 1 (dashed) and 5 per cent (solid). A 3-D image of the slip patch, including its depth, is shown in Fig. 14(c).

Table 3. Characteristics of transient slip events at continuous GPS sites.

<table>
<thead>
<tr>
<th>Event</th>
<th>Site</th>
<th>$T_o$ (yr)</th>
<th>$\tau$ (yr)</th>
<th>$U_{north}$ (mm)</th>
<th>$U_{east}$ (mm)</th>
<th>$U_{up}$ (mm)</th>
<th>$V_{north}$ (mm yr$^{-1}$)</th>
<th>$V_{east}$ (mm yr$^{-1}$)</th>
<th>$V_{up}$ (mm yr$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2004</td>
<td>OAXA</td>
<td>2004.1493</td>
<td>0.1061</td>
<td>$-14.2$</td>
<td>$-7.0$</td>
<td>$-6.4$</td>
<td>14.9</td>
<td>11.0</td>
<td>$-0.6$</td>
</tr>
<tr>
<td>2004</td>
<td>OXES</td>
<td>2004.1713</td>
<td>0.1708</td>
<td>$-4.2$</td>
<td>$-10.1$</td>
<td>$-20.6$</td>
<td>32.4</td>
<td>14.8</td>
<td>$-13.2$</td>
</tr>
<tr>
<td>2004</td>
<td>OXPE</td>
<td>2004.1713</td>
<td>0.1708</td>
<td>$-12.7$</td>
<td>$-3.2$</td>
<td>$-2.9$</td>
<td>31.4</td>
<td>19.9</td>
<td>$-7.4$</td>
</tr>
<tr>
<td>2004</td>
<td>OXUM</td>
<td>2004.4699</td>
<td>0.2500</td>
<td>$-10.4$</td>
<td>$-1.5$</td>
<td>$-17.4$</td>
<td>26.3</td>
<td>16.5</td>
<td>$-1.9$</td>
</tr>
<tr>
<td>2004</td>
<td>OXLP</td>
<td>2004.1493</td>
<td>0.1061</td>
<td>$-25.0$</td>
<td>$-17.4$</td>
<td>$-2.9$</td>
<td>29.5</td>
<td>21.7</td>
<td>$-22.8$</td>
</tr>
<tr>
<td>2004</td>
<td>OXMC</td>
<td>2004.0781</td>
<td>0.1126</td>
<td>$-16.8$</td>
<td>$-6.1$</td>
<td>24.0</td>
<td>27.7</td>
<td>18.5</td>
<td>$-20.5$</td>
</tr>
<tr>
<td>2006</td>
<td>OXES</td>
<td>2006.2424</td>
<td>0.0958</td>
<td>$-8.0$</td>
<td>$-4.2$</td>
<td>17.5</td>
<td>32.3</td>
<td>17.1</td>
<td>$-13.3$</td>
</tr>
<tr>
<td>2006</td>
<td>OXUM</td>
<td>2006.3000</td>
<td>0.0790</td>
<td>$-11.5$</td>
<td>2.7</td>
<td>9.7</td>
<td>26.8</td>
<td>8.6</td>
<td>$-16.5$</td>
</tr>
<tr>
<td>2006</td>
<td>OXES</td>
<td>2006.1356</td>
<td>0.1108</td>
<td>$-15.0$</td>
<td>$-1.0$</td>
<td>4.0</td>
<td>10.9</td>
<td>$-0.9$</td>
<td>$-4.7$</td>
</tr>
<tr>
<td>2006</td>
<td>OXPE</td>
<td>2006.1356</td>
<td>0.1689</td>
<td>$-15.6$</td>
<td>$-4.7$</td>
<td>23.6</td>
<td>33.9</td>
<td>21.7</td>
<td>$-25.2$</td>
</tr>
</tbody>
</table>

Note: Transient slip characteristics are estimated from hyperbolic tangent fit (Section 4.1). $T_o$ is the median time; $\tau$ scales the period over which the event occurred; $U_{north}$, $U_{east}$ and $U_{up}$ are displacements during transient. Displacements must be divided by two for comparison to 2004 and 2006 transient displacements from Brudzinski et al. (2007). Velocities are best-fitting estimates for 1-yr-long windows that are centred on their respective transients.
relative to their uncorrected directions. The average direction of motion of the corrected velocity vectors, N32.5° E ± 1°, is the same within uncertainties as the N31.8°E ± 1.2° direction predicted at this location for Cocos–North America motion (DeMets 2001). In contrast, the average uncorrected direction of N35.2° E ± 1° is rotated significantly clockwise from the predicted plate convergence direction. The improved agreement between the estimated plate convergence direction and corrected GPS station directions indirectly validates the correction we make to the station velocities for transient slip.

The vertical components of the station motions are dominantly downward (Figs 15b and 16b). Rapid subsidence along the coast changes gradually inland to insignificant vertical motion and then slow uplift at the sites farthest inland. In most subduction settings, the transition at the surface between regions of uplift and subsidence in the overlying plate is located above the transition at depth between freely slipping and locked areas of the subduction interface. That the transition in the sense of vertical motion in our study area is located approximately 70–80 km inland from the coast (Fig. 15b) implies that most of the GPS network lies above locked areas of the subduction interface.

4.2.2 Forward and inverse modelling of the intertransient velocity field

The intertransient station rates from three trench-normal transects of the study area (Fig. 15) illustrate several important features of our velocity field. GPS sites from a transect that passes through the centre of the network move inland systematically faster than do sites that lie within transects of the eastern and western areas of our network (Fig. 15a) and therefore imply a higher degree of locking along the subduction interface beneath the centre of the network. Most of the GPS site rates fall between the rates that are predicted by simple forward models in which we impose either a no-slip (fully locked) or 50 per cent free-slip condition along the entire seismogenic zone. That neither of these two simple forward models is able to match the observed patterns in the horizontal or vertical GPS rates implies that a model that incorporates along-strike and downdip variations in the degree of locking along the subduction interface is needed to fit the data.

We inverted the intertransient GPS site velocities using techniques described in Section 3.3 to identify the pattern of intertransient locking of the subduction interface that yields the best least-squares fit to the data (Fig. 16c). The normalized misfit $\chi^2$ for the best-fitting model is 0.95 for the optimal smoothing coefficient that we identified. The 3-D GPS station velocities are therefore fit to within a few percent of their estimated uncertainties. The horizontal station motions, which contribute 60 per cent of the total data importance, are well fit (Fig. 16a) and show no obvious pattern in their residual velocities (Fig. 16d). The vertical rates, which contribute the remaining 40 per cent of the data importance, are also fit (Fig. 16b) within their larger uncertainties. We view it as encouraging that the model successfully captures the patterns of both the vertical and horizontal deformation without compromising the overall fit (as indicated by the low value for $\chi^2$). This suggests that the horizontal and vertical velocity components are mutually consistent, and that intertransient deformation in this region is well described.

The estimated degree of locking for the best-fitting intertransient solution (Fig. 16c) ranges from 60 per cent to 100 per cent of the full plate convergence rate beneath much of the GPS network. Areas with high locking values coincide with the rupture zone of the 1978

Figure 14. 3-D view of the subduction interface showing the best-fitting distributions of slip during the 2004 (a) and 2006 (c) transient slip events and the best-fitting distribution of the intertransient degree of locking (b). White-dashed lines indicates rupture zones of the 1965, 1968 and 1978 subduction thrust earthquakes (Singh et al. 1980; Tajima & McNally 1983). Black dashed line shows trace of the Middle America trench.
4.2.3 Evidence for significant variations in locking

Our best-fitting model indicates that the degree of locking varies significantly in both the along-strike and downdip directions beneath the study area (Fig. 17). We examined whether the variations in locking along the subduction interface coincide with changes in the surface deformation for a trench-parallel transect (A–A* in Figs 17a–c) and trench-normal transect (B–B* in Figs 17a, d and e) of the GPS network.

Along the coastal transect A–A*, where the station coverage is dense and the deformation pattern is well determined, the GPS site rates change significantly between stations OXLU and OXPA (Fig. 17b). The site rates increase steadily from $28 \pm 4 \text{ mm yr}^{-1}$ at the western end of the profile to $38-40 \text{ mm yr}^{-1}$ along a 30-km-long stretch of the coast between stations OXZI and OXAB and then decrease steadily eastward along the transect to only $24 \pm 1.5 \text{ mm yr}^{-1}$ at the eastern end of the profile. The changes in the site rates along this profile are several times larger than the standard errors in the site rates and are thus highly significant.

Along the same profile, the degree of locking shows a pattern similar to that exhibited by the site rates (red lines in Figs 17b and c). Locking increases steadily from a low of only 10 per cent at the western end of the profile to a peak of 65 per cent near the centre of the profile and then decreases steadily to 30 per cent at the eastern end of the profile. Differences in the locations of the maximum rates and locking along this profile are caused by the requirement that the best-fitting model also fit GPS site velocities farther inland. Based on this comparison, we conclude that apparent changes in the degree of locking along the coast are driven by highly significant
differences in the GPS site rates from coastal areas of the study area and are therefore real.

Along the trench-normal transect B–B* (Figs 17d and e), both the horizontal and vertical site rates decrease rapidly between the coast and inland areas. Fitting the pattern of observed rates requires that the subduction interface beneath the transect remain fully locked to distances 70 km inland from the coast (red lines in Figs 17d and e), significantly farther inland than the downdip limit of the 1978 earthquake rupture zone. The GPS rates, therefore, require that areas of the subduction interface where transient slip occurred.
in both 2004 and 2006 were fully locked between those transient slip episodes. In Section 5.2, we demonstrate that the elastic strain that accumulated between late 2002 and 2006 across the locked zone downdip from the seismogenic zone appears to have been fully relieved by transient slip during the 2004 and 2006 transient slip events.

4.2.4 Influence of the assumed subduction interface geometry

We tested the influence of the geometry that we assume for the subduction interface by repeating the velocity field inversion using a mesh that incorporates the sub-horizontal interface geometry described by Franco et al. (2005); see Fig. 3(b). The normalized least-squares misfit ($\chi^2$) increases by $\sim 40$ per cent for a best-fitting model that is derived with this alternative geometry, with most of the increased misfit caused by poor fits of the model to the velocities for two of our inland sites. Despite the worse fit at these two sites, the pattern of intertransient locking for this geometry is remarkably similar to that for our best-fitting model. Our conclusions are thus robust with respect to either interface geometry. Additional tests in which we varied the dip of the seismologically-based interface by $\pm 5^\circ$ also resulted in no significant change to the resulting pattern of locking along the subduction interface.

5 DISCUSSION AND CONCLUSIONS

5.1 Relative locations of transient slip and the seismogenic zone

An important unresolved question regarding the Mexican subduction zone is whether transient slip intrudes upward into the seismogenic zone and hence may relieve some fraction of the interseismic elastic strain that is accumulating along different segments of the trench. Detailed studies of transient slip during the $M_w = 7.5$ silent earthquake of 2001–2002 along the Guerrero segment, west of Oaxaca, indicate that most slip occurred at depths of 25 km or deeper, below the seismogenic zone, but also suggest that some slip intruded upward into the seismogenic zone (Kostoglodov et al.}
Slip during the 2006 $M_w = 7.5$ transient slip event in the Guerrero region was focused primarily downdip from the seismogenic zone, but also may have included minor slip at shallower levels (Larson et al. 2007).

The 2004 and 2006 transient slip events beneath Oaxaca exhibit little or no overlap with the rupture limits of previous large earthquakes in this region (Figs 14a–c), irrespective of the interface geometry that we use for our modelling. In particular, the transient offsets that we recorded in 2004 at our continuous sites OXLP and OXMC are fit poorly if we attempt to force transient slip in our model to shallower levels of the subduction interface. Transient slip thus almost certainly did not extend updip into the seismogenic zone in 2004 (Fig. 12).

Our results therefore suggest that non-overlapping seismogenic and transitional slip regions exist beneath our study area, and that little or no slip from the deeper transitional region intrudes upwards into the seismogenic zone. Improved station coverage is needed to determine whether the seismogenic and transitional regions elsewhere in southern Mexico are similarly decoupled.

5.2 Intertransient strain accumulation and release in Oaxaca

Based on a synthesis of seismologic observations of shallow earthquake ruptures, Pacheco et al. (1993) propose that subduction interfaces consist of strongly locked asperities conducive to seismogenesis and weakly locked regions where some combination of stable sliding and slow slip phenomena accommodate some or all of the plate convergence. The evidence described above for the most rapid surface deformation along the coast above the core of the 1978 earthquake rupture zone and deformation rates that decrease towards the edges of the rupture zone is consistent with such a model (Figs 14b and 17b).

Our observations and modelling also clearly show that the subduction interface is strongly coupled downdip from the seismogenic zone, where transient slip occurs (Fig. 14). One question relevant to the long-term accumulation and release of elastic strain during major ruptures of the seismogenic zone is whether any elastic energy from locking of the deeper zone of transient slip might contribute to the total energy release during a major subduction zone earthquake. We therefore compared the total elastic energy that accumulated and was released across the deep transition zone (area indicated by dashed line in Fig. 16c) between 2002.85 and 2006.3, comprising two full transient slip cycles. From the estimated degree of locking and known plate convergence rate, the elastic energy that accumulated during this period across the deep transition zone was $2.7 \times 10^{19}$ N m. For comparison, the total energy that was released by the 2004 and 2006 transient slip events for the same area was $2.1 \times 10^{19}$ N m. Within the uncertainties, the elastic energy that was released during the two transients that occurred in this 3.5-yr-long period was approximately in balance with the elastic energy that accumulated prior to those transients. If the elastic energy budget is similarly balanced for the entire seismic cycle, then little or no potential elastic energy is stored along the deep locked zone between major earthquakes.

5.3 Comparison to other results

5.3.1 Mexican subduction zone

Only one other study of interseismic strain accumulation along the Oaxaca segment of the Mexican subduction zone has been done, namely that of Franco et al. (2005), who employ observations from 20 GPS sites along a 400-km-long stretch of the Mexican subduction zone from 99°W to 95°W. From 2-D forward modelling of the velocities of five GPS sites that are located within the limits of our study area, Franco et al. estimate that locking along the subduction interface offshore from the eastern edge of our network (extending east of 96.5°W) is 90–100 per cent, but that the plate interface is fully unlocked (0 per cent locking) beneath our study area, at distances of 55 to 120 km from the trench.

Based on many more data from this same area, we find that the degree of locking offshore from the eastern end of our network is 40 per cent or less (Fig. 16c), much weaker than inferred by Franco et al. We also find that the interface beneath much of the study area is strongly coupled, including areas where Franco et al. suggest the interface is fully unlocked. We attribute these large differences to spatial aliasing in the results reported by Franco et al. due to their large interstation spacing within the study area. In particular, we find compelling evidence for large variations in the degree of locking over distances of only 20 km (Fig. 17), whereas the distances between the stations that are employed by Franco et al. to estimate the degree of locking in the study area are as large as 90 km.

5.3.2 Japan, Kamchatka and Costa Rica

The pattern of interseismic deformation along the plate interface beneath our study area differs significantly from the pattern of interseismic locking reported by Mazzotti et al. (2000) for the subduction interface beneath much of Japan. Mazzotti et al. find that the numerous station velocities from the Japanese continuous GPS network are fit well by a model in which the subduction interface is fully and uniformly locked, in stark contrast with the heterogeneous pattern of coseismic rupture that is defined by previous earthquakes beneath Japan. Mazzotti et al. propose that this apparent difference can be resolved if the elastic strain that appears to accumulate interseismically in an apparently homogeneous manner, is released heterogeneously in space and time by a combination of large shallow-thrust earthquakes, slow earthquakes, and aseismic slip. Our results suggest an alternative explanation, namely, that the Japanese GPS network lies too far from the Japan trench seismogenic zone to resolve strongly locked regions that define seismic asperities and the intervening weakly coupled zones that may accommodate plate convergence through stable sliding or infrequent transient slip.

Our results support the conclusions reached by Burgmann et al. (2005), who apply boundary element modelling to the velocities of ~20 widely spaced GPS sites from Kamchatka to test a variety of models for interseismic strain accumulation along the Kamchatka subduction zone. Burgmann et al. find that their GPS data are the most consistent with a model in which the Kamchatka subduction interface consists of strongly locked asperities that are located near the cores of historic earthquake rupture zones. Based on their inability to fit their data with models in which strong interseismic locking is imposed across the full extent of historic earthquake rupture zones offshore from their GPS network, they propose that the strongly locked cores of the seismic asperities that are defined by the historic rupture zones are likely to be surrounded by conditionally stable areas that slip aseismically at reduced convergence rates during the interseismic period but rupture during large earthquakes. Similarly, modelling of our dense GPS velocity field indicates that the area of the strongest interseismic locking beneath Oaxaca coincides with the core of the 1978 earthquake rupture zone (Figs 14 and 17).
17), and that the degree of locking decreases to significantly lower values towards and beyond the edges of the 1978 rupture zone.

Our results also agree with conclusions reached by Norabuena et al. (2004), who use interseismic GPS station velocities from the Nicoya peninsula of Costa Rica to estimate the distribution of interseismic locking along the Costa Rica segment of the Middle America trench. Norabuena et al. conclude that their observations are best explained by a model with small, strongly locked areas of the subduction interface that are separated by freely slipping regions. Future continuous and campaign measurements from the now-heavily instrumented Nicoya peninsula will constitute an important independent comparison to our own results given the similarities of the deformation rates, trench-to-coast distances and imaging resolutions in these two areas.

5.4 Earthquake hazard along the Oaxaca segment

Our evidence for strong interseismic locking across the rupture zone of the 1978 earthquake clearly suggests that this region is a potential source of future large earthquakes (Fig. 17). From an analysis of seismological data, Zuniga & Wyss (2001) conclude that the Oaxaca subduction segment at 96.7°W is incapable of initiating a future large earthquake. In contrast, our analysis indicates that the most rapid strain accumulation in the study area is centred at a longitude of 96.7°W. We find, however, that the subduction interface west of ~97.3°W is only weakly locked (Fig. 14b), coinciding with the location of the Oaxaca seismic gap described by Brudzinski et al. (2007). Our analysis thus suggests that it is more likely that a major earthquake will initiate near 96.7°W, where strain accumulates rapidly, than near ~97.3°W, where strain accumulation rates are relatively slower.

Using our best-fitting model for intertransient locking (Fig. 16c), we estimate that elastic energy across the 1978 rupture zone has recharged at an annual rate of $1.6 \times 10^{19}$ N m during the 30 yr since 1978. This rate of elastic energy recharge implies a recurrence interval of 40 yr if the 1978 earthquake ($M_W = 7.8$) was characteristic for this segment. If we instead assume that the characteristic earthquake is somewhat smaller ($M_W = 7.6$) or larger ($M_W = 8.0$), the implied recurrence intervals are 20 and 80 yr, respectively.

5.5 General implications and future work

Our results clearly suggest that significant variations occur in the degree of locking across a plate interface over distances of only tens of kilometres. If similar strong variations in interseismic locking are an important feature of other subduction zones, the pattern of these variations could be useful for estimating the likely sources of future large earthquakes and for determining barriers (weakly coupled zones) to the along-strike propagation of large ruptures. Unfortunately, achieving similarly detailed images of the pattern of interseismic locking along many subduction zones and hence testing for spatial correlations between earthquake rupture locations and zones of strong interseismic coupling will be challenging given the larger trench-to-coast distances that characterize many subduction zones and practical limitations in many areas on the locations and density of GPS stations.

Burgmann et al. (2005) describe and apply a forward modelling technique that enables tests for such correlations regardless of the number or spacing of the GPS sites along a particular subduction zone. Their technique determines whether acceptable fits to GPS site velocities can be achieved by models in which the pattern of interseismic locking is required to mimic the spatial pattern of coseismic rupture that is defined by previous large earthquakes from a given subduction interface. This technique therefore implicitly tests whether interseismic geodetic measurements of surface deformation and independent, seismologically-based constraints on the locations of previous earthquakes define a consistent pattern of seismic asperities along a subduction interface.

Much could be learned from dense campaign style GPS observations along the Mexican coastline, provided that they are corrected for the influence of the transient slip that frequently occurs in this region. Dozens of campaign sites have already been installed along the Mexican coast. If supplemented with additional stations to achieve the necessary station spacing, the resulting network would constitute a powerful array for imaging variations in the degree of locking along the underlying subduction interface and for determining whether such variations are correlated with other relevant observables such as the rupture areas of previous large earthquakes, microseismicity, Bouger gravity or topography.
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